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1. INTRODUCTION

The global navigation satellite system (GNSS) in the 

world led by global positioning system (GPS) in the USA is 

a positioning system that determines a position of receiver 

by measuring a distance between satellite and receiver. It 

has been usefully employed in military and private areas 

to provide time and location information. The GNSS has 

an advantage that can be used globally. However, since 

it transmits signals remotely from approximately 20,000 

km above the earth's surface, reception sensitivity of 

receivers located around the ground is very weak, which 

is characterized by fundamental vulnerability to jamming 

(Chen et al. 2014).

As the dependence on navigation solutions of satellite 

navigation systems and utilization areas have increased in 

various fields, jamming cases have also increased. If GNSS 

signals are jammed, convenient services or functions may 

be disrupted or confused, resulting in inconvenience in 
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daily living even up to risk consequences. Thus, various anti-

jamming techniques have been investigated to overcome this 

(Dovis 2015).

The vector-tracking loop (VTL) is known as one of the 

most advanced receiver algorithms for GNSS signal tracking 

developed up until now. Conventional receivers have a 

two-step processing procedure: independent tracking of 

satellite signals at different channels, and calculating user 

solution through the use of all tracking results. In contrast, 

VTL employs a one-step processing procedure that a single 

central Kalman filter tracks all satellite signals simultaneously 

and calculates user position and velocity (Lashley 2009). 

That is, VTL calculates a numerically controlled oscillator 

(NCO) input value of individual tracking channel using the 

navigation filter results in contrast with the general scalar-

tracking loop (STL) that calculates an NCO input value 

independently from the individual signal tracking channel. 

This is a method to update individual channels by sharing 

information between channels using the fact that signal's 

phase and frequency is a function of position and velocity 

of receiver and satellite (Lashley & Bevly 2009). The basic 

concept of VTL was introduced by Copps et al. (1980) for 

the first time. Then, this algorithm was named as the vector 

delay lock loop (VDLL) algorithm by Spilker (1995, 1996) and 
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known to the public.

The advantages of VTL over STL are as follows: It has more 

robustness against interference and jamming as well as lower 

carrier-to-noise ratio (C/N0), and resolves signal failure and 

has an ability to re-acquire blocked signals immediately. In 

addition, it is known to be more robust to track the dynamic 

state of receiver and possible to acquire 3 to 5 dB gain through 

the efficient channel interaction (Won et al. 2012). On the 

other hand, VTL has the following major drawbacks that the 

amount of calculation to be processed is large and complex, 

and instability of the total tracking channels increases when 

errors occur at one channel.

The performance comparison between VTL and STL 

algorithms was conducted in a limited environment for 

some models (Petovello & Lachapelle 2006, Lashley et al. 

2010). Regarding the algorithm implementation, Pany et al. 

(2005) implemented VDLL and vector frequency lock loop 

by software, and proved better performance than DLL/FLL 

at scenarios where visibility was low. Petovello & Lachapelle 

(2006) compared and analyzed the three Kalman filter 

algorithms at STL and VTL modes through experiments. 

Chen et al. (2014) employed adaptive iterated extended 

Kalman filter at VTL thereby estimating the observation noise 

of each loop by the noise statistical estimator. Benson (2007) 

proved that the noise resistance capability of VDLL was more 

robust than that of general receivers numerically through 

simulations. Song et al. (2013) presented the comparison 

results of navigation error between STL-and VTL-based 

receivers in the continuous-wave (CW) radio jamming 

signals.

The above studies mainly analyzed performance advan-

tages of VTL over STL at general environments without jam- 

ming or conducted the comparison limitedly considering 

the jamming effect. However, it is necessary to analyze the 

performance advantages of VTL over STL quantitatively in 

environments with various types of jamming sources and sizes.

The present paper compares and analyzes the per-

formance of anti-jamming characteristics against various 

jamming sources using VTL technique quantitatively with 

that of conventional STL technique at static and dynamic 

environments.

This paper is organized as follows. In Section 2, the struc-

ture of VTL algorithm is compared with the structure of STL 

algorithm used in the conventional receivers and comparison 

results are explained. In Section 3, the performance of VTL 

and STL at various jamming environments are compared 

and analyzed through numerical simulations at static and 

dynamic environments. Finally, Section 4 finishes with 

Conclusion.

2. GNSS RECEIVER SIGNAL TRACKING 
LOOP

2.1 Structure of Conventional Receivers

A GNSS receiver is a device that receives satellite signals 

through antennas and then calculates the signals in the 

processor thereby providing position, velocity, and timing 

solution to users. Fig. 1 shows the structure of conventional 

GNSS receiver. First, an antenna receives GNSS satellite 

signal. The received GNSS signal is amplified by the radio 

frequency front-end (RF-FE). Then, the carrier frequency is 

lowered so it is converted to an intermediate frequency. The 

analog-to-digital converter at the last stage of RF-FE converts 

analog signals to digital signal samples. After this, signal 

processing is mostly done by software using the digital signal 

processing technique in the digital processing unit.

Signal acquisition at the beginning of digital processing 

means that a receiver estimates the Doppler shift and initial 

Fig. 1. GNSS receiver architecture.
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code delay of satellite signals approximately. Signal tracking 

is a process that a receiver acquires code delay, Doppler, 

and carrier wave phase information more precisely. The 

baseband processing unit is used to demodulate a navigation 

message and calculate a pseudorange. Finally, the navigation 

unit is used to calculate a receiver's position based on the 

ephemeris and pseudorange.

2.2 Scalar-Tracking Loop

Signal tracking is a process that estimate a fine value of 

signal parameter truth (SPT) based on signal acquisition 

result and previous estimation information. Generally, SPT 

refers to code delay, Doppler, and carrier phase.

Fig. 2 shows the block diagram of STL. As shown in the 

figure, the signal tracking loop is a closed loop consisting of 

correlator, discriminator, loop filter, and NCO. In the figure, 

(Ie, Qe), (Ip, Qp), and (Il, Ql) refer to in-phase (I) and quadrature 

(Q) outputs at early, prompt, and late correlators with regard 

to incoming IF signals. (∆τ̃, ∆f ,̃ ∆Ф̃) is a discriminator output, 

which refers to error values of code delay, Doppler frequency, 

and initial carrier phase. (ρ̃, ρ̃̇) is a converted value of the loop 

filter's output value, which refers to an error of pseudorange 

and pseudorange rate, respectively. (∆τ̂, ∆f )̂ is an NCO's input 

value, which refers to an error estimate of code delay and 

Doppler frequency, respectively. (τ ̂, f ̂) is a code and carrier 

wave signal generator's input value, which refers to a newly 

predicted/estimated code delay and Doppler frequency 

value.

In STL, SPT is estimated and then navigation solution 

is calculated based on the estimated SPT. As shown in 

the figure, the channels are separated one another, and 

information calculated at one channel does not influence 

signal tracking of other channels at all. That is, the channels 

are operated individually and independently.

2.3 Vector-Tracking Loop

In this section, VTL algorithm is explained with a series 

of equations, which will be the foundation of VTL receiver 

simulation in the next sections. The general VTL structure is 

described, and a method of how to design VTL is explained.

Fig. 3 shows the block diagram of VTL. Initially, VTL 

calculates a navigation solution using a general of the 

extended Kalman filter, and then updates NCO input values, 

which are SPT estimates. According to the configuration 

of the local filter in VTL, discriminator values or baseband 

signal values may be used directly (Won et al. 2012).

The Kalman filter of the navigation in the VDFLL structure 

is described to explain the update process of the state vector 

in VTL structure in detail. First, the state transition model is 

presented in Eqs. (1) and (2).
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where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
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where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
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Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5) 

 (2)

where

F: state transition matrix

[x, y, z]: user position in ECEF coordinates

[ẋ, ẏ, ż]: user velocity in ECEF coordinates

t: clock offset

t :̇ clock drift

T: integration time

wk: process noise

Fig. 2. Algorithm of scalar tracking loop.
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where

vk: observation noise

ρ̃: measured pseudorange

∆ρ̃: discriminator output

ρ̂: pseudorange estimate

δρ̃ = ∆ρ̃ + ρ̃ - ρ̂: pseudorange error

H: observation model matrix

eus,i: line-of-sight (LOS) unit vector 

The measurement residual vector is composed of differ-

ence between value adding the measured pseudorange (ρ̃) to 

the discriminator output (∆ρ), and the pseudorange estimate (ρ̂).

After this, the code delay and Doppler frequency are 

updated through the navigation process in Fig. 3 using the 

above defined VDFLL Kalman filter. In order to calculate 

the measurement residual first, the pseudorange and 

pseudorange-rate measurements are calculated through 

the code delay & Doppler frequency obtained from the 

discriminator previously, and their pseudorange rate, and 

then each estimate can be calculated via Eqs. (7-11) through 

the state vector's predicted value.
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where 
𝑣𝑣�: observation noise 
𝛿𝛿�: measured pseudorange 
∆𝛿𝛿�: discriminator output 
𝛿𝛿�: pseudorange estimate 
𝛿𝛿𝛿𝛿� =  ∆𝛿𝛿� +  𝛿𝛿� − 𝛿𝛿�: pseudorange error 
H: observation model matrix 
𝑒𝑒��,�: line-of-sight (LOS) unit vector  
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The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
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(∆𝛿𝛿�� + 𝛿𝛿��) − 𝛿𝛿��

�

⋮
(∆𝛿𝛿�� + 𝛿𝛿��) − 𝛿𝛿��

�

�∆�̇�𝛿�� + �̇�𝛿��� − �̇�𝛿��
�

⋮
�∆�̇�𝛿�� + �̇�𝛿��� − �̇�𝛿��

�⎦
⎥
⎥
⎥
⎥
⎥
⎤

�

= - 

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 0 0 −𝑐𝑐 0

0 0 0 𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 −𝑐𝑐⎦

⎥
⎥
⎥
⎥
⎥
⎤

  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

+ 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑣𝑣�
𝑣𝑣�
𝑣𝑣�
𝑣𝑣�̇
𝑣𝑣�̇
𝑣𝑣�̇
𝑣𝑣�
𝑣𝑣�̇ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

      (6) 

where 
𝑣𝑣�: observation noise 
𝛿𝛿�: measured pseudorange 
∆𝛿𝛿�: discriminator output 
𝛿𝛿�: pseudorange estimate 
𝛿𝛿𝛿𝛿� =  ∆𝛿𝛿� +  𝛿𝛿� − 𝛿𝛿�: pseudorange error 
H: observation model matrix 
𝑒𝑒��,�: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (𝛿𝛿�) to the discriminator output (∆𝛿𝛿�), and the pseudorange estimate (𝛿𝛿�). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
𝑋𝑋����

� = 𝐹𝐹 ∙ 𝑋𝑋��
�     : prior range estimation                                   (7) 

𝛿𝛿� + ∆𝛿𝛿�  = (�̃�𝜏 + ∆�̃�𝜏) ∙ �
�����

  : pseudorange measurement        (8) 

�̇�𝛿� + ∆𝛿𝛿 �̇  = (𝑓𝑓����� + ∆𝑓𝑓�����) ∙ �
�����

  : pseudorange-rate measurement        (9) 

𝛿𝛿��  ≈  (𝛿𝛿� − 𝛿𝛿��
�) ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ 𝛿𝛿�   ∶ pseudorange estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)     (10) 

𝛿𝛿��  ≈  ��̇�𝛿� − �̇�𝛿��
�� ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ �̇�𝛿�  : pseudorange-rate estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 =  �
(∆𝛿𝛿� + 𝛿𝛿�) − 𝛿𝛿��

�∆�̇�𝛿� + �̇�𝛿�� − �̇�𝛿���: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃���
� = 𝐹𝐹𝑃𝑃�

�𝐹𝐹� + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾��� =  𝑃𝑃���
� 𝐻𝐻���

� �𝐻𝐻���𝑃𝑃���
� 𝐻𝐻���

� +  𝑅𝑅������: Optimal Kalman Gain     (14) 
 

 : pseudorange measurement (8)

 

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

  

: pseudorange-rate measurement (9)

 

  

⎣
⎢
⎢
⎢
⎢
⎡
𝛿𝛿𝛿𝛿��

⋮
𝛿𝛿𝛿𝛿��

𝛿𝛿�̇�𝛿��
⋮

𝛿𝛿�̇�𝛿��⎦
⎥
⎥
⎥
⎥
⎤

�

=  

⎣
⎢
⎢
⎢
⎢
⎢
⎡
(∆𝛿𝛿�� + 𝛿𝛿��) − 𝛿𝛿��

�

⋮
(∆𝛿𝛿�� + 𝛿𝛿��) − 𝛿𝛿��

�

�∆�̇�𝛿�� + �̇�𝛿��� − �̇�𝛿��
�

⋮
�∆�̇�𝛿�� + �̇�𝛿��� − �̇�𝛿��

�⎦
⎥
⎥
⎥
⎥
⎥
⎤

�

= - 

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 0 0 −𝑐𝑐 0

0 0 0 𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒��,� 𝑒𝑒��,� 𝑒𝑒��,� 0 −𝑐𝑐⎦

⎥
⎥
⎥
⎥
⎥
⎤

  

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

+ 

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝑣𝑣�
𝑣𝑣�
𝑣𝑣�
𝑣𝑣�̇
𝑣𝑣�̇
𝑣𝑣�̇
𝑣𝑣�
𝑣𝑣�̇ ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

      (6) 

where 
𝑣𝑣�: observation noise 
𝛿𝛿�: measured pseudorange 
∆𝛿𝛿�: discriminator output 
𝛿𝛿�: pseudorange estimate 
𝛿𝛿𝛿𝛿� =  ∆𝛿𝛿� +  𝛿𝛿� − 𝛿𝛿�: pseudorange error 
H: observation model matrix 
𝑒𝑒��,�: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (𝛿𝛿�) to the discriminator output (∆𝛿𝛿�), and the pseudorange estimate (𝛿𝛿�). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
𝑋𝑋����

� = 𝐹𝐹 ∙ 𝑋𝑋��
�     : prior range estimation                                   (7) 

𝛿𝛿� + ∆𝛿𝛿�  = (�̃�𝜏 + ∆�̃�𝜏) ∙ �
�����

  : pseudorange measurement        (8) 

�̇�𝛿� + ∆𝛿𝛿 �̇  = (𝑓𝑓����� + ∆𝑓𝑓�����) ∙ �
�����

  : pseudorange-rate measurement        (9) 

𝛿𝛿��  ≈  (𝛿𝛿� − 𝛿𝛿��
�) ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ 𝛿𝛿�   ∶ pseudorange estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)     (10) 

𝛿𝛿��  ≈  ��̇�𝛿� − �̇�𝛿��
�� ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ �̇�𝛿�  : pseudorange-rate estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 =  �
(∆𝛿𝛿� + 𝛿𝛿�) − 𝛿𝛿��

�∆�̇�𝛿� + �̇�𝛿�� − �̇�𝛿���: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃���
� = 𝐹𝐹𝑃𝑃�

�𝐹𝐹� + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾��� =  𝑃𝑃���
� 𝐻𝐻���

� �𝐻𝐻���𝑃𝑃���
� 𝐻𝐻���

� +  𝑅𝑅������: Optimal Kalman Gain     (14) 
 

  

: pseudorange estimation (

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 
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      (6) 

where 
𝑣𝑣�: observation noise 
𝛿𝛿�: measured pseudorange 
∆𝛿𝛿�: discriminator output 
𝛿𝛿�: pseudorange estimate 
𝛿𝛿𝛿𝛿� =  ∆𝛿𝛿� +  𝛿𝛿� − 𝛿𝛿�: pseudorange error 
H: observation model matrix 
𝑒𝑒��,�: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (𝛿𝛿�) to the discriminator output (∆𝛿𝛿�), and the pseudorange estimate (𝛿𝛿�). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
𝑋𝑋����

� = 𝐹𝐹 ∙ 𝑋𝑋��
�     : prior range estimation                                   (7) 

𝛿𝛿� + ∆𝛿𝛿�  = (�̃�𝜏 + ∆�̃�𝜏) ∙ �
�����

  : pseudorange measurement        (8) 

�̇�𝛿� + ∆𝛿𝛿 �̇  = (𝑓𝑓����� + ∆𝑓𝑓�����) ∙ �
�����

  : pseudorange-rate measurement        (9) 

𝛿𝛿��  ≈  (𝛿𝛿� − 𝛿𝛿��
�) ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ 𝛿𝛿�   ∶ pseudorange estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)     (10) 

𝛿𝛿��  ≈  ��̇�𝛿� − �̇�𝛿��
�� ∙ 𝑒𝑒�� + 𝑐𝑐 ∙ �̇�𝛿�  : pseudorange-rate estimation (𝑒𝑒�� =  ��� ���

�

|��� ���
�|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 =  �
(∆𝛿𝛿� + 𝛿𝛿�) − 𝛿𝛿��

�∆�̇�𝛿� + �̇�𝛿�� − �̇�𝛿���: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃���
� = 𝐹𝐹𝑃𝑃�

�𝐹𝐹� + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾��� =  𝑃𝑃���
� 𝐻𝐻���

� �𝐻𝐻���𝑃𝑃���
� 𝐻𝐻���

� +  𝑅𝑅������: Optimal Kalman Gain     (14) 
 

  

: pseudorange-rate estimation (

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

 ) (11)

As presented in the state vector configuration in Eq. (2), 

the state vector is defined by user's position, velocity, clock 

offset, and clock drift. The pseudorange measurement of the 

satellite with considering the absence of the noise effect can 

be acquired by the range between user and satellite plus the 

receiver clock error. Since the pseudorange is a non-linear 

function, linearization task is needed as follows (So et al. 2010):

 

 

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘+1

= 

[
 
 
 
 
 
 
 1 0 0 𝑇𝑇 0 0 0 0
0 1 0 0 𝑇𝑇 0 0 0
0 0 1 0 0 𝑇𝑇 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 𝑇𝑇
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

  

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑤𝑤𝑥𝑥
𝑤𝑤𝑦𝑦
𝑤𝑤𝑧𝑧
𝑤𝑤�̇�𝑥
𝑤𝑤�̇�𝑦
𝑤𝑤�̇�𝑧
𝑤𝑤𝑡𝑡
𝑤𝑤�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

 (2) 

 
where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
 

𝜌𝜌𝑖𝑖 =  𝑟𝑟𝑢𝑢𝑖𝑖 + 𝑐𝑐𝑡𝑡𝑢𝑢  = √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑢𝑢)2 + (𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑢𝑢)2 + c𝑡𝑡𝑢𝑢 

= 𝜑𝜑(𝑥𝑥𝑢𝑢, 𝑦𝑦𝑢𝑢, 𝑧𝑧𝑢𝑢, 𝑡𝑡𝑢𝑢)                                                                         (3) 

δ𝜌𝜌𝑖𝑖                 =
𝜕𝜕𝜑𝜑
𝜕𝜕𝑥𝑥𝑢𝑢

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑦𝑦𝑢𝑢

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑧𝑧𝑢𝑢

𝛿𝛿𝑧𝑧𝑢𝑢 + 𝜕𝜕𝜑𝜑
𝜕𝜕𝑡𝑡𝑢𝑢

𝛿𝛿𝑡𝑡𝑢𝑢 

                                       =  𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝑦𝑦𝑖𝑖 − �̂�𝑦𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝑧𝑧𝑖𝑖 − �̂�𝑧𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑧𝑧𝑢𝑢 − 𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢 

                                                          = 𝑎𝑎𝑥𝑥
𝑖𝑖 δ𝑥𝑥𝑢𝑢 + 𝑎𝑎𝑦𝑦

𝑖𝑖 δ𝑦𝑦𝑢𝑢 + 𝑎𝑎𝑧𝑧
𝑖𝑖 δ𝑧𝑧𝑢𝑢 −  𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢                                            (4) 

 
where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
𝑡𝑡𝑢𝑢: receiver clock offset 
[𝑎𝑎𝑥𝑥

𝑖𝑖 , 𝑎𝑎𝑦𝑦
𝑖𝑖 , 𝑎𝑎𝑧𝑧

𝑖𝑖 ]: vector component from user u to satellite i 

 
Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5) 

 

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘+1

= 

[
 
 
 
 
 
 
 1 0 0 𝑇𝑇 0 0 0 0
0 1 0 0 𝑇𝑇 0 0 0
0 0 1 0 0 𝑇𝑇 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 𝑇𝑇
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

  

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑤𝑤𝑥𝑥
𝑤𝑤𝑦𝑦
𝑤𝑤𝑧𝑧
𝑤𝑤�̇�𝑥
𝑤𝑤�̇�𝑦
𝑤𝑤�̇�𝑧
𝑤𝑤𝑡𝑡
𝑤𝑤�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

 (2) 

 
where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
 

𝜌𝜌𝑖𝑖 =  𝑟𝑟𝑢𝑢𝑖𝑖 + 𝑐𝑐𝑡𝑡𝑢𝑢  = √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑢𝑢)2 + (𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑢𝑢)2 + c𝑡𝑡𝑢𝑢 

= 𝜑𝜑(𝑥𝑥𝑢𝑢, 𝑦𝑦𝑢𝑢, 𝑧𝑧𝑢𝑢, 𝑡𝑡𝑢𝑢)                                                                         (3) 

δ𝜌𝜌𝑖𝑖                 =
𝜕𝜕𝜑𝜑
𝜕𝜕𝑥𝑥𝑢𝑢

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑦𝑦𝑢𝑢

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑧𝑧𝑢𝑢

𝛿𝛿𝑧𝑧𝑢𝑢 + 𝜕𝜕𝜑𝜑
𝜕𝜕𝑡𝑡𝑢𝑢

𝛿𝛿𝑡𝑡𝑢𝑢 

                                       =  𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝑦𝑦𝑖𝑖 − �̂�𝑦𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝑧𝑧𝑖𝑖 − �̂�𝑧𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑧𝑧𝑢𝑢 − 𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢 

                                                          = 𝑎𝑎𝑥𝑥
𝑖𝑖 δ𝑥𝑥𝑢𝑢 + 𝑎𝑎𝑦𝑦

𝑖𝑖 δ𝑦𝑦𝑢𝑢 + 𝑎𝑎𝑧𝑧
𝑖𝑖 δ𝑧𝑧𝑢𝑢 −  𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢                                            (4) 

 
where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
𝑡𝑡𝑢𝑢: receiver clock offset 
[𝑎𝑎𝑥𝑥

𝑖𝑖 , 𝑎𝑎𝑦𝑦
𝑖𝑖 , 𝑎𝑎𝑧𝑧

𝑖𝑖 ]: vector component from user u to satellite i 

 
Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5) 

 (3)

 

 

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘+1

= 

[
 
 
 
 
 
 
 1 0 0 𝑇𝑇 0 0 0 0
0 1 0 0 𝑇𝑇 0 0 0
0 0 1 0 0 𝑇𝑇 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 𝑇𝑇
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

  

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑤𝑤𝑥𝑥
𝑤𝑤𝑦𝑦
𝑤𝑤𝑧𝑧
𝑤𝑤�̇�𝑥
𝑤𝑤�̇�𝑦
𝑤𝑤�̇�𝑧
𝑤𝑤𝑡𝑡
𝑤𝑤�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

 (2) 

 
where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
 

𝜌𝜌𝑖𝑖 =  𝑟𝑟𝑢𝑢𝑖𝑖 + 𝑐𝑐𝑡𝑡𝑢𝑢  = √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑢𝑢)2 + (𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑢𝑢)2 + c𝑡𝑡𝑢𝑢 

= 𝜑𝜑(𝑥𝑥𝑢𝑢, 𝑦𝑦𝑢𝑢, 𝑧𝑧𝑢𝑢, 𝑡𝑡𝑢𝑢)                                                                         (3) 

δ𝜌𝜌𝑖𝑖                 =
𝜕𝜕𝜑𝜑
𝜕𝜕𝑥𝑥𝑢𝑢

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑦𝑦𝑢𝑢

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑧𝑧𝑢𝑢

𝛿𝛿𝑧𝑧𝑢𝑢 + 𝜕𝜕𝜑𝜑
𝜕𝜕𝑡𝑡𝑢𝑢

𝛿𝛿𝑡𝑡𝑢𝑢 

                                       =  𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝑦𝑦𝑖𝑖 − �̂�𝑦𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝑧𝑧𝑖𝑖 − �̂�𝑧𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑧𝑧𝑢𝑢 − 𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢 

                                                          = 𝑎𝑎𝑥𝑥
𝑖𝑖 δ𝑥𝑥𝑢𝑢 + 𝑎𝑎𝑦𝑦

𝑖𝑖 δ𝑦𝑦𝑢𝑢 + 𝑎𝑎𝑧𝑧
𝑖𝑖 δ𝑧𝑧𝑢𝑢 −  𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢                                            (4) 

 
where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
𝑡𝑡𝑢𝑢: receiver clock offset 
[𝑎𝑎𝑥𝑥

𝑖𝑖 , 𝑎𝑎𝑦𝑦
𝑖𝑖 , 𝑎𝑎𝑧𝑧

𝑖𝑖 ]: vector component from user u to satellite i 

 
Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5) 

 

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘+1

= 

[
 
 
 
 
 
 
 1 0 0 𝑇𝑇 0 0 0 0
0 1 0 0 𝑇𝑇 0 0 0
0 0 1 0 0 𝑇𝑇 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 𝑇𝑇
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

  

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑤𝑤𝑥𝑥
𝑤𝑤𝑦𝑦
𝑤𝑤𝑧𝑧
𝑤𝑤�̇�𝑥
𝑤𝑤�̇�𝑦
𝑤𝑤�̇�𝑧
𝑤𝑤𝑡𝑡
𝑤𝑤�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

 (2) 

 
where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
 

𝜌𝜌𝑖𝑖 =  𝑟𝑟𝑢𝑢𝑖𝑖 + 𝑐𝑐𝑡𝑡𝑢𝑢  = √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑢𝑢)2 + (𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑢𝑢)2 + c𝑡𝑡𝑢𝑢 

= 𝜑𝜑(𝑥𝑥𝑢𝑢, 𝑦𝑦𝑢𝑢, 𝑧𝑧𝑢𝑢, 𝑡𝑡𝑢𝑢)                                                                         (3) 

δ𝜌𝜌𝑖𝑖                 =
𝜕𝜕𝜑𝜑
𝜕𝜕𝑥𝑥𝑢𝑢

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑦𝑦𝑢𝑢

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑧𝑧𝑢𝑢

𝛿𝛿𝑧𝑧𝑢𝑢 + 𝜕𝜕𝜑𝜑
𝜕𝜕𝑡𝑡𝑢𝑢

𝛿𝛿𝑡𝑡𝑢𝑢 

                                       =  𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝑦𝑦𝑖𝑖 − �̂�𝑦𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝑧𝑧𝑖𝑖 − �̂�𝑧𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑧𝑧𝑢𝑢 − 𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢 

                                                          = 𝑎𝑎𝑥𝑥
𝑖𝑖 δ𝑥𝑥𝑢𝑢 + 𝑎𝑎𝑦𝑦

𝑖𝑖 δ𝑦𝑦𝑢𝑢 + 𝑎𝑎𝑧𝑧
𝑖𝑖 δ𝑧𝑧𝑢𝑢 −  𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢                                            (4) 

 
where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
𝑡𝑡𝑢𝑢: receiver clock offset 
[𝑎𝑎𝑥𝑥

𝑖𝑖 , 𝑎𝑎𝑦𝑦
𝑖𝑖 , 𝑎𝑎𝑧𝑧

𝑖𝑖 ]: vector component from user u to satellite i 

 
Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5) 

 (4)

where

ρi: pseudorange from the i-th satellite to user

ri
u: i-th true range from user to satellite 

tu: receiver clock offset

[ai
x, a

i
y, a

i
z]: vector component from user u to satellite i

Based on the linearized equation above, the measurement 

residual vector can be expressed as follows:

 

 

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘+1

= 

[
 
 
 
 
 
 
 1 0 0 𝑇𝑇 0 0 0 0
0 1 0 0 𝑇𝑇 0 0 0
0 0 1 0 0 𝑇𝑇 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 𝑇𝑇
0 0 0 0 0 0 0 1]

 
 
 
 
 
 
 

  

[
 
 
 
 
 
 
 
𝑥𝑥
𝑦𝑦
𝑧𝑧
�̇�𝑥
�̇�𝑦
�̇�𝑧
𝑡𝑡
�̇�𝑡 ]
 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑤𝑤𝑥𝑥
𝑤𝑤𝑦𝑦
𝑤𝑤𝑧𝑧
𝑤𝑤�̇�𝑥
𝑤𝑤�̇�𝑦
𝑤𝑤�̇�𝑧
𝑤𝑤𝑡𝑡
𝑤𝑤�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

 (2) 

 
where 
F: state transition matrix 
[x,y,z]: user position in ECEF coordinates 
[�̇�𝑥, �̇�𝑦, �̇�𝑧]: user velocity in ECEF coordinates 
𝑡𝑡: clock offset 
�̇�𝑡: clock drift 
T: integration time 
𝑤𝑤𝑘𝑘: process noise 
 
As presented in the state vector configuration in Eq. (2), the state vector is defined by user's 
position, velocity, clock offset, and clock drift. The pseudorange measurement of the satellite 
with considering the absence of the noise effect can be acquired by the range between user 
and satellite plus the receiver clock error. Since the pseudorange is a non-linear function, 
linearization task is needed as follows (So et al. 2010): 
 

𝜌𝜌𝑖𝑖 =  𝑟𝑟𝑢𝑢𝑖𝑖 + 𝑐𝑐𝑡𝑡𝑢𝑢  = √(𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢)2 + (𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑢𝑢)2 + (𝑧𝑧𝑖𝑖 − 𝑧𝑧𝑢𝑢)2 + c𝑡𝑡𝑢𝑢 

= 𝜑𝜑(𝑥𝑥𝑢𝑢, 𝑦𝑦𝑢𝑢, 𝑧𝑧𝑢𝑢, 𝑡𝑡𝑢𝑢)                                                                         (3) 

δ𝜌𝜌𝑖𝑖                 =
𝜕𝜕𝜑𝜑
𝜕𝜕𝑥𝑥𝑢𝑢

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑦𝑦𝑢𝑢

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝜕𝜕𝜑𝜑
𝜕𝜕𝑧𝑧𝑢𝑢

𝛿𝛿𝑧𝑧𝑢𝑢 + 𝜕𝜕𝜑𝜑
𝜕𝜕𝑡𝑡𝑢𝑢

𝛿𝛿𝑡𝑡𝑢𝑢 

                                       =  𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑥𝑥𝑢𝑢 +  𝑦𝑦𝑖𝑖 − �̂�𝑦𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑦𝑦𝑢𝑢 +  𝑧𝑧𝑖𝑖 − �̂�𝑧𝑢𝑢
𝑟𝑟𝑢𝑢𝑖𝑖

𝛿𝛿𝑧𝑧𝑢𝑢 − 𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢 

                                                          = 𝑎𝑎𝑥𝑥
𝑖𝑖 δ𝑥𝑥𝑢𝑢 + 𝑎𝑎𝑦𝑦

𝑖𝑖 δ𝑦𝑦𝑢𝑢 + 𝑎𝑎𝑧𝑧
𝑖𝑖 δ𝑧𝑧𝑢𝑢 −  𝑐𝑐𝛿𝛿𝑡𝑡𝑢𝑢                                            (4) 

 
where 
𝜌𝜌𝑖𝑖: pseudorange from the i-th satellite to user 
𝑟𝑟𝑢𝑢𝑖𝑖: i-th true range from user to satellite 
𝑡𝑡𝑢𝑢: receiver clock offset 
[𝑎𝑎𝑥𝑥

𝑖𝑖 , 𝑎𝑎𝑦𝑦
𝑖𝑖 , 𝑎𝑎𝑧𝑧

𝑖𝑖 ]: vector component from user u to satellite i 

 
Based on the linearized equation above, the measurement residual vector can be 

expressed as follows: 
 

    ∆𝑍𝑍𝑘𝑘 =  𝐻𝐻 ∙ ∆𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                                                                            (5)  (5)

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

 

 
  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

 (6)

Fig. 3. Algorithm of vector tracking loop.
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The measurement residual is calculated by a difference 

between actual pseudorange and the estimate value as 

presented in Eq. (12).

  

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠

−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠

−]
 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]
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𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
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where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

 

: Measurement residual (12)

Following this, the position error is estimated which is 

then used to calculate the position navigation solution. The 

covariance prediction is calculated for the position error as 

presented in Eq. (13). Using this, Kalman gain is calculated 

through Eq. (14).

 

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠

−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

 : Covariance matrix a prior prediction (13)

 

  

[
 
 
 
 
 𝛿𝛿�̃�𝜌1

⋮
𝛿𝛿�̃�𝜌𝑠𝑠
𝛿𝛿�̃̇�𝜌1
⋮

𝛿𝛿�̃̇�𝜌𝑠𝑠]
 
 
 
 
 

𝑘𝑘

=  

[
 
 
 
 
 
 (∆�̃�𝜌1 + �̃�𝜌1) − �̂�𝜌1

−

⋮
(∆�̃�𝜌𝑠𝑠 + �̃�𝜌𝑠𝑠) − �̂�𝜌𝑠𝑠

−

(∆�̃̇�𝜌1 + �̃̇�𝜌1) − �̂̇�𝜌1
−

⋮
(∆�̃̇�𝜌𝑠𝑠 + �̃̇�𝜌𝑠𝑠) − �̂̇�𝜌𝑠𝑠−]

 
 
 
 
 
 

𝑘𝑘

= − 

[
 
 
 
 
 
 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 0 0 −𝑐𝑐 0

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 0 0 −𝑐𝑐 0
0 0 0 𝑒𝑒𝑢𝑢1,𝑥𝑥 𝑒𝑒𝑢𝑢1,𝑦𝑦 𝑒𝑒𝑢𝑢1,𝑧𝑧 0 −𝑐𝑐
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
0 0 0 𝑒𝑒𝑢𝑢𝑠𝑠,𝑥𝑥 𝑒𝑒𝑢𝑢𝑠𝑠,𝑦𝑦 𝑒𝑒𝑢𝑢𝑠𝑠,𝑧𝑧 0 −𝑐𝑐]

 
 
 
 
 
 

  

[
 
 
 
 
 
 
 𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿𝛿𝛿
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𝛿𝛿�̇�𝛿
𝛿𝛿�̇�𝛿
𝛿𝛿𝛿𝛿
𝛿𝛿�̇�𝛿]

 
 
 
 
 
 
 

𝑘𝑘

+ 

[
 
 
 
 
 
 
 
𝑣𝑣𝑥𝑥
𝑣𝑣𝑦𝑦
𝑣𝑣𝑧𝑧
𝑣𝑣�̇�𝑥
𝑣𝑣�̇�𝑦
𝑣𝑣�̇�𝑧
𝑣𝑣𝑡𝑡
𝑣𝑣�̇�𝑡 ]

 
 
 
 
 
 
 

𝑘𝑘

      (6) 

where 
𝑣𝑣𝑘𝑘: observation noise 
�̃�𝜌: measured pseudorange 
∆�̃�𝜌: discriminator output 
�̂�𝜌: pseudorange estimate 
𝛿𝛿�̃�𝜌 =  ∆�̃�𝜌 + �̃�𝜌 − �̂�𝜌: pseudorange error 
H: observation model matrix 
𝑒𝑒𝑢𝑢𝑠𝑠,𝑖𝑖: line-of-sight (LOS) unit vector  
 
The measurement residual vector is composed of difference between value adding the 
measured pseudorange (�̃�𝜌) to the discriminator output (∆�̃�𝜌), and the pseudorange estimate (�̂�𝜌). 

After this, the code delay and Doppler frequency are updated through the navigation 
process in Fig. 3 using the above defined VDFLL Kalman filter. In order to calculate the 
measurement residual first, the pseudorange and pseudorange-rate measurements are 
calculated through the code delay & Doppler frequency obtained from the discriminator 
previously, and their pseudorange rate, and then each estimate can be calculated via Eqs. (7-
11) through the state vector's predicted value. 

 
�̂�𝑋𝑘𝑘+1

−     = 𝐹𝐹 ∙ �̂�𝑋𝑘𝑘
+  : prior range estimation                                   (7) 

�̃�𝜌 + ∆�̃�𝜌  = (�̃�𝜏 + ∆�̃�𝜏)  ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange measurement        (8) 

�̃̇�𝜌 + ∆𝜌𝜌 ̇̃  = (𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + ∆𝑓𝑓𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷) ∙ 𝑐𝑐
𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

: pseudorange-rate measurement        (9) 

�̂�𝜌−         ≈  (𝛿𝛿𝑠𝑠 − 𝛿𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ 𝛿𝛿𝑢𝑢 ∶ pseudorange estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)     (10) 

�̂�𝜌−         ≈  (�̇�𝛿𝑠𝑠 − �̇̂�𝛿𝑢𝑢
−) ∙ 𝑒𝑒𝑢𝑢𝑠𝑠 + 𝑐𝑐 ∙ �̇�𝛿𝑢𝑢: pseudorange-rate estimation (𝑒𝑒𝑢𝑢𝑠𝑠 =  𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−

|𝑥𝑥𝑠𝑠− �̂�𝑥𝑢𝑢−|)    (11) 

 
The measurement residual is calculated by a difference between actual pseudorange and 

the estimate value as presented in Eq. (12).  
 

 ∆𝑍𝑍 = [
(∆�̃�𝜌 + �̃�𝜌) − �̂�𝜌−

(∆�̃̇�𝜌 + �̃̇�𝜌) − �̂̇�𝜌−]: Measurement Residual (12) 

 
Following this, the position error is estimated which is then used to calculate the position 
navigation solution. The covariance prediction is calculated for the position error as presented 
in Eq. (13). Using this, Kalman gain is calculated through Eq. (14). 
 

𝑃𝑃𝑘𝑘+1
− = 𝐹𝐹𝑃𝑃𝑘𝑘

+𝐹𝐹𝑇𝑇 + 𝑄𝑄: Covariance matrix a prior prediction                          (13) 

𝐾𝐾𝑘𝑘+1 =  𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 (𝐻𝐻𝑘𝑘+1𝑃𝑃𝑘𝑘+1
− 𝐻𝐻𝑘𝑘+1

𝑇𝑇 + 𝑅𝑅𝑘𝑘+1)
−1: Optimal Kalman Gain     (14) 

 

  

: Optimal Kalman Gain (14)

Using the covariance prediction and Kalman gain calcu-

lated via Eqs. (13) and (14), the navigation solution error is 

estimated, and then navigation solution is updated again as 

presented in Eqs. (15) and (16).

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

 : Update state correction (15)

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

 : Position update (16)

The pseudorange error is calculated through the system 

matrix using the position error calculated via Eq. (15), and 

newly estimated pseudorange is calculated using the updated 

navigation solution.

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

 : pseudorange & rate error estimation (17)

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

  

: pseudorange estimation (18)

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

  

: pseudorange-rate estimation (19)

Through the above calculated values, the error of code 

delay & Doppler frequency, which is a tracking control input 

of VTL, is calculated via Eqs. (20) and (21), which are defined 

as the NCO inputs.

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
filter for signal tracking and additional gain of around 5 dB due to the channel interaction by 
satellite layout can be obtained, and therefore totally about 7 dB gain can be obtained when 
using VTL compared to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, a 
VTL-based receiver is more advantageous in tracking weak signals and more robust in radio 
jamming environments than that of STL-based receiver. 

 

 
: Code NCO input (20)

 

Using the covariance prediction and Kalman gain calculated via Eqs. (13) and (14), the 
navigation solution error is estimated, and then navigation solution is updated again as 
presented in Eqs. (15) and (16). 
 

∆𝑋𝑋𝑘𝑘+1 = 𝐾𝐾𝑘𝑘+1 ∙ ∆𝑍𝑍𝑘𝑘+1  : Update state correction   (15) 

�̂�𝑋𝑘𝑘+1
+    =  �̂�𝑋𝑘𝑘+1

− +  ∆𝑋𝑋𝑘𝑘+1: Position Update                 (16) 

 
The pseudorange error is calculated through the system matrix using the position error 
calculated via Eq. (15), and newly estimated pseudorange is calculated using the updated 
navigation solution. 
 

[∆�̂�𝜌
∆�̂̇�𝜌] = 𝐻𝐻 ∙ ∆X: pseudorange & rate error estimation                                     (17) 

�̂�𝜌𝑠𝑠
+   =  √(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢

+)𝑇𝑇(𝑥𝑥𝑠𝑠 − 𝑥𝑥𝑢𝑢
+) + c ∙ 𝑡𝑡𝑢𝑢

+: pseudorange estimation       (18) 
�̂̇�𝜌𝑠𝑠

+   =  √(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢
+)𝑇𝑇(�̇�𝑥𝑠𝑠 − �̇�𝑥𝑢𝑢

+) + c ∙ �̇�𝑡𝑢𝑢
+: pseudorange-rate estimation                    (19) 

 
Through the above calculated values, the error of code delay & Doppler frequency, which 

is a tracking control input of VTL, is calculated via Eqs. (20) and (21), which are defined as 
the NCO inputs. 

 
∆�̂�𝜏  = (∆�̂�𝜌 + �̂�𝜌+ − �̃�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑐𝑐 : Code NCO Input       (20) 

∆𝑓𝑓 = (∆�̂̇�𝜌 + �̂̇�𝜌+ − �̃̇�𝜌) ∙ 𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 : Carrier NCO Input     (21) 

 
After this, the code delay & Doppler frequency are estimated in the code/carrier NCO 

using the NCO input values of Eqs. (20) and (21). 
 

 �̂�𝜏 =  �̂�𝜏 +  ∆�̂�𝜏: Code NCO       (22) 
𝑓𝑓 =  𝑓𝑓 +  ∆𝑓𝑓: Carrier NCO    (23) 

 
Finally, the estimated values are entered to the tracking loop feedback through the generator 
thereby calculating signals where the code delay & Doppler frequency are updated. 

As described in the above, VTL-based GPS receiver consists of a single loop where the 
navigation calculation and signal tracking are combined by utilizing position information of 
satellite and receiver obtained from the satellite measurements. In addition, the signal 
tracking unit is also implemented as a form of local Kalman filter during VTL 
implementation thereby acquiring additional gain by adjusting the bandwidth of the signal 
tracking filter efficiently (Won et al. 2012). 

A previous study reported that 2 to 3 dB gain from the efficient use of local Kalman 
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Finally, the estimated values are entered to the tracking 

loop feedback through the generator thereby calculating 

signals where the code delay & Doppler frequency are 

updated.

As described in the above, VTL-based GPS receiver consists 

of a single loop where the navigation calculation and signal 

tracking are combined by utilizing position information 

of satellite and receiver obtained from the satellite 

measurements. In addition, the signal tracking unit is 

also implemented as a form of local Kalman filter during 

VTL implementation thereby acquiring additional gain by 

adjusting the bandwidth of the signal tracking filter efficiently 

(Won et al. 2012).

A previous study reported that 2 to 3 dB gain from the 

efficient use of local Kalman filter for signal tracking and 

additional gain of around 5 dB due to the channel interaction 

by satellite layout can be obtained, and therefore totally 

about 7 dB gain can be obtained when using VTL compared 

to that of STL (Won & Eissfeller 2010, Won et al. 2011). That is, 

a VTL-based receiver is more advantageous in tracking weak 

signals and more robust in radio jamming environments 

than that of STL-based receiver.

2.4 Radio Interference Sources

Radio interference in communication systems is defined 

as undesirable energy effect due to one or more cases 

of emission, radiation, and induction in the wireless 

communication system (Samson 2014). Generally, radio 

interference in the GNSS band refers to all RF transmission 

signals within the band that degrades the GNSS receiver 

performance. All RF signals generated in electronic systems 

and electrical communications operated at a band which 

is the same or adjacent band with the GNSS signal band 

may cause radio interference to the GNSS system. Radio 

interference can be classified in various ways for example 

intentional or non-intentional radio interference, or GNSS 

system or non-GNSS system radio disturbance.

The GNSS radio interference assumed in this study 

followed the technical classification according to the 

signal type: Continuous Wave Interference (CWI), chirp 

interference, pulse interference, Matched Spectrum 

Interference (MSI), and Band Limited White Interference 

(BLWI). The individual characteristics are well summarized 

in Kaplan & Hegarty (2006).
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Fig. 4. Positioning result based on scalar tracking and vector tracking with (static scenario) under various interference scenarios (J/S @ 35dB).

(a) No interference

 (b) CWI

 (c) Pulse interference
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Fig. 4. Continued

 (d) Chirp interference

(e) MSI

(f) BLWI
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3. SIMULATION CONFIGURATION

This paper compares the performance of STL and VTL 

receiver algorithms through numerical simulations at various 

jamming environments and dynamic environment setup of 

receivers. To do this, the aforementioned receiver algorithms 

were implemented by MATLAB. This configuration of the 

simulation is as follows. First, GNSS data and user data 

that are suitable for values (time interval, user trajectory, 

etc.) set in the signal generation process through the signal 

simulator are fetched. Then using the data, the SPT values are 

calculated and these values are assigned to corresponding 

structures. After this, a base band signal is generated using a 

difference between a value calculated at the receiver through 

the receiver simulator and the generated SPT value, followed 

by performing acquisition and tracking processes. Here, STL 

or VTL method can be chosen during tracking according to 

the value set at the receiver previously, and depending on 

the selected method, a process of tracking and navigation 

is applied differently. In addition, jamming effects were 

analyzed by modeling various radio interference signals and 

applying them to the receiver simulator.

3.1 Static Simulation at Various Jamming Environments

Assuming there was no radio interference, the effectiveness 

of VTL-based receiver was verified through simulations. 

Since VTL employs individual channel update through 

efficient information sharing between channels in contrast 

with STL in which analyses are convenient in the LOS domain 

due to no information sharing between channels, geometric 

layout state of all visible satellites and receivers affect the 

performance of signal tracking and navigation solution. Thus, 

analyses on entire position errors of navigation solution are 

more useful to compare the two algorithms than analyses 

on tracking information of individual channel. Thus, the 

performances of two algorithms were compared via the 

comparison of positioning error obtained by the process 

of STL and VTL while changing the motion state of user at 

various radio interference environments.

Fig. 4 shows the navigation solution processed with STL 

and VTL during static case in two-dimensional plane and 

three-dimensional positioning error according to time elapse 

for five types of radio interference signals. In Fig. 4, a scale 

is set differently to show the positioning error visibly for the 

comparison of the results between STL and VTL. The CWI, 

chirp interference, pulse interference, MSI, and BLWI signals 

were modeled and applied to simulations. The navigation 

solution processing results of STL and VTL are displayed in a 

single graph with blue color of STL and red color of VTL.

For a radio interference environment used in the 

simulation, the CWI phase in the CWI environment was set 

to 0, and the chirp rate in the chirp interference environment 

was set to 100 MHz, and sweep time was set to 10 ms. The 

pulse duration, pulse rate, and pulse duty cycle in the pulsed 

interference environment were set to 10 μsec, 3,000 pp/s, and 

3%, respectively. For MSI, additional setup was not needed 

since it was the same with the existing spectrum setup, and 

for BLWI, interference bandwidth was set to 2.046 MHz. For 

CWI, difference was set to 0 to match the phase with that of 

C/A code, and for pulsed interference, a duty cycle and pulse 

per sec were set to 5% or smaller and 3,000 according to the 

distance measurement equipment / tactical air navigation 

principle. The jamming to signal ratio (J/S) in all of the five 

radio interference environments was set to 35 dB to test the 

increase in positioning error by different jamming types for 

the same jamming power. As shown in Fig. 4, VTL reduced 

the navigation solution error much more significantly than 

that of STL.

Tables 1 and 2 and Fig. 5 present the overall simulation 

results that compare positioning error while changing only 

J/S of each interference signal with 5 dB increment from 15 

dB to 35 dB at the same static case scenario with the previous 

simulation. The given tables summarize positioning errors 

and standard deviations numerically for each scenario. Fig. 

5a shows the RMS positioning error for each scenario by 

dividing J/S from 15 dB to 35 dB with regard to each of STL 

and VTL, and Fig. 5b shows how the errors are displayed 

according to a jammer. The above figures verified that 

the jamming effects of chirp interference, MSI, and BLWI 

became larger as the jamming power was larger than those of 

CWI and pulsed interference. This result mean that jamming 

of chirp interference was the most efficient jamming that 

covers the wide area followed by MSI and BLWI for the same 

J/S from the jammer's viewpoint, which was consistent with 

the existing study results about jamming resistance quality 

factor (Kaplan & Hegarty 2006). As summarized in the tables, 

the navigation performance using VTL was better than those 

using STL even in the radio interference environments.

Fig. 6 shows the RMS positioning error of VTL compared 

to that of STL when J/S of each interference signal is changed 

from 15 dB to 35 dB using the above simulation results. 

When 35 dB power was applied in each of the jamming 

environments, a positioning error using VTL was reduced 

by 93.52% compared to that using STL in no interference 

environment, 91.21% in CWI, 89.53% in pulse interference, 

79.23% in chirp, 90.03% in MSI, and 89.15% in BLWI, 

indicating that the performance was improved. Thus, 

performances of VTL-based receiver were better than those 

of STL-based receiver in all radio interference environments 
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using simulations.

3.2 Dynamic Simulation at Various Jamming 

Environments

To analyze performances at dynamic environments, a J/S 

range was set between 0 dB and 30 dB with 10 dB increment 

assuming that only one jamming signal exists. Fig. 7 shows 

the generated trajectory of the vehicle. The vehicle simulation 

was assumed to have a uniform circular motion along the 

dynamic trajectory with velocity of static, 10, 25, and 50 m/s (0, 

36, 90, and 180 km/h). The skyplot of the satellite is shown in 

Fig. 8. Table 3 summarizes this simulation environment data.

Tables 4 and 5 present the navigation errors and standard 

deviations according to changes in J/S for each velocity 

Table 1. RMS position error.

Type
J/S (dB)

No  
Jamming  

STL bias (m) J/S (dB)
No  
Jamming  

VTL bias (m)

15 20 25 30 35 15 20 25 30 35

CWI
Chirp
Pulse
MSI
BLWI

2.61
2.61
2.61
2.61
2.61

2.692
5.407
2.514
3.719
4.842

2.659
7.056
2.863
6.083
6.684

2.744
13.38

2.9
10.02
8.909

2.749
14.86
3.292

16
16

4.099
26.9

3.499
27.24
28.38

0.169
0.169
0.169
0.169
0.169

0.251
0.400
0.234
0.402
0.358

0.300
0.661
0.242
0.753
0.468

0.347
0.961
0.260
0.850
0.835

0.338
1.933
0.288
1.638
1.669

0.360
5.586
0.366
2.714
3.078

Table 2. Standard deviation of the position error. 

Type
J/S (dB)

No  
Jamming  

STL bias (m) J/S (dB)
No  
Jamming  

VTL bias (m)

15 20 25 30 35 15 20 25 30 35

CWI
Chirp
Pulse
MSI
BLWI

1.441
1.441
1.441
1.441
1.441

1.352
2.564
1.446
2.284
2.058

1.416
2.291
1.212
3.001
3.48

1.499
4.807
1.326
4.596
5.057

1.404
8.143
2.483
9.761
8.53

1.944
15.66
2.061
16.21
15.57

0.112
0.112
0.112
0.112
0.112

0.118
0.123
0.121
0.186
0.120

0.100
0.308
0.132
0.339
0.224

0.097
0.419
0.115
0.936
0.483

0.094
1.003
0.113
1.439
1.225

0.136
1.304
0.311
1.209
0.829

Fig. 5. RMS position errors (static scenarios with J/S).

(a) For various jammer types

(b) For various J/S’s

Fig. 6. VTL RMS position error ratio to STL position error (Static scenarios).

Fig. 7. Generated receiver trajectory.
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obtained from the simulations. Figs. 9-13 show the RMS 

positioning error to display comparison results according to 

a velocity for each jammer after VTL navigation errors are 

divided by STL navigation errors presented in Tables 4 and 5. 

Fig. 14 shows the figure that combines Figs. 9-13. Figs. 9-14 

verify that positioning error of VTL due to jammer shows 

better performance than that of STL.

The results of Tables 4 and 5 and Fig 9-13 verify that 

navigation errors and standard deviations using VTL were 

smaller than those using STL overall. In addition, they verify 

that the effects of chirp interference, MSI, and BLWI jamming 

are relatively larger than those of CWI and pulse interference, 

and positioning errors due to jamming become larger in 

STL as a J/S value is larger at high velocity. In contrast, VTL-

based receiver was more robust against all radio interference 

signals than STL-based receiver. Accordingly, the trend of 

navigation error rates using VTL and STL at 50 m/s are shown 

in Figs. 9-13. These results indicated that VTL-based receiver 

was more robust to jamming than STL-based receiver with 

regard to all five types of radio interference signals used in the 

simulations, and it was also more effective against relatively 

larger effect of jamming.

Fig. 15 shows the comparison of arrival spots at the 3/4 

spot of the generated path at CWI jamming whose J/S value 

is 30 dB with 50 m/s velocity among the navigation results of 

STL and VTL. The STL, VTL, and true trajectories are marked 

with blue, red, and black colors, respectively. The figure 

verifies that VTL trajectory follows the true trajectory very 

closely, which reveals clearly the performance difference 

between STL and VTL.

4. CONCLUSIONS

This paper implemented a signal processing algorithm 

of VTL-based receiver, and performances at a number of 

dynamic conditions and various jamming environments 

such as CWI, chirp interference, pulse interference, MSI, and 

Fig. 8. GPS satellite skyplot.

Table 3. Simulation environment variables.

Variables Value
Visible satellite number
Jammer type
J/S range
Velocity range

9
CWI, Chirp, Pulse, MSI, BLWI

0~30 dB
0, 10, 25, 50 m/s (0, 36, 90, 180 km/h)

Table 4. RMS position errors (dynamic scenarios).

STL Bias (m) VTL Bias (m)

Interference
type

J/S
Velocity
(m/s)

No
Jamming

10 dB 20 dB 30 dB
No

Jamming
10 dB 20 dB 30 dB

CWI 0 
10 
25 
50 

2.610
2.799
2.827
2.840

2.692
2.739
2.943
2.924

2.647
3.059
2.961
3.081

2.749
3.055
3.058
4.280

0.169
0.424
0.768
1.657

0.251
0.465
0.814
1.675

0.300
0.472
0.910
1.853

0.338
0.841
1.851
3.408

Pulse 0 
10 
25 
50 

2.610
2.799
2.827
2.840

2.589
3.797
3.061
3.017

2.863
2.724
3.667
2.645

3.292
2.821
3.854
2.764

0.169
0.424
0.768
1.657

0.236
0.385
0.901
1.742

0.242
0.442
0.919
1.671

0.288
0.433
0.863
2.168

Chirp 0 
10 
25 
50 

2.610
2.799
2.827
2.840

5.166
4.543
3.191
3.641

7.056
8.039
6.460
7.739

14.860
20.327
18.722
20.774

0.169
0.424
0.768
1.657

0.389
0.430
0.804
1.687

0.661
0.935
0.981
1.976

1.933
1.866
1.856
3.830

MSI 0 
10 
25
50 

2.610
2.799
2.827
2.840

3.624
3.310
3.014
3.455

6.083
6.039
6.711
7.509

16
16.766
16.90

16.524

0.169
0.424
0.768
1.657

0.415
0.489
0.846
1.719

0.753
0.578
1.202
1.780

1.638
2.051
2.586
4.181

BLWI 0 
10 
25 
50 

2.610
2.799
2.827
2.840

4.427
3.389
3.838
3.993

6.684
3.343
7.607
6.905

16
19.933
17.026
16.712

0.169
0.424
0.768
1.657

0.352
0.448
0.961
1.651

0.468
0.610
0.858
1.832

1.669
2.659
2.695
3.858
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BLWI were compared through simulations with those using 

conventional STL. The comparison results of navigation 

errors verified that VTL-based receiver had more J/S gain 

than that of STL-based receiver even in receiver dynamic 

conditions as well as better performance similarly even in no-

dynamic (static) conditions. Furthermore, the effects of chirp 

interference, MSI, and BLWI jammers were relatively larger 

than those of CWI and pulsed interference at both of static 

and dynamic conditions. In particular, the analysis results 

of positioning error rates between VTL and STL in Figs. 9-13 

showed that much better performances were revealed in VTL 

than STL when J/S and dynamic conditions were smaller.

The above simulation results proved the robustness of VTL 

algorithm implemented in this study at radio interference 

environments and dynamic conditions. The results in this 

study are expected to contribute to resolving the jamming 

Table 5. Standard deviation of position errors (dynamic scenarios).

STL Bias (m) VTL Bias (m)

Interference
type

J/S
Velocity
(m/s)

No
Jamming

10 dB 20 dB 30 dB
No

Jamming
10 dB 20 dB 30 dB

CWI 0 
10 
25 
50 

1.441
1.377
1.408
1.727

1.388
1.565
1.448
1.520

1.416
1.439
1.372

1.6

1.404
3.713
4.315
5.597

0.112
0.136
0.180
0.246

0.091
0.147
0.160
0.496

0.100
0.143
0.270
0.523

0.094
0.564
1.698
3.209

Pulse 0 
10 
25 
50 

1.441
1.377
1.408
1.727

1.352
1.960
1.558
1.580

1.212
1.444
1.883
1.334

2.483
1.495
2.016
1.419

0.112
0.136
0.180
0.246

0.122
0.154
0.170
0.269

0.339
0.132
0.183
0.326

1.439
0.125
0.179
0.422

Chirp 0 
10 
25 
50 

1.441
1.377
1.408
1.727

2.017
2.336
1.637
2.004

2.291
4.599
3.566
4.252

2.483
13.322
11.251
12.156

0.112
0.136
0.180
0.246

0.135
0.181
0.220
0.358

0.339
0.405
0.390
1.401

1.439
1.964
1.061
6.030

MSI 0 
10 
25 
50 

1.441
1.377
1.408
1.727

2.249
1.681
1.859
1.619

3.0001
3.122
4.271
3.690

9.761
8.923
8.909
8.709

0.112
0.136
0.180
0.246

0.192
0.251
0.240
0.352

0.224
0.283
0.309
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1.008
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BLWI 0 
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50 
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0.112
0.136
0.180
0.246

0.134
0.150
0.182
0.314

0.224
0.180
0.302
0.484

1.225
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1.852

Fig. 9. VTL RMS position error ratio to STL position error (CWI scenarios).

Fig. 10. VTL RMS position error ratio to STL position error (Pulse scenarios).

Fig. 11. VTL RMS position error ratio to STL position error (Chirp scenarios).

Fig. 12. VTL RMS position error ratio to STL position error (MSI scenarios).
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problem in the GNSS including GPS.
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